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Abstract
Voice and face are two important biometric characteristics that
can be used for person identity verification. Previous works
have proved the strong complementarity between audio and vi-
sual modalities in person verification tasks that multi-modality
system can achieve significant performance improvement com-
pared to single-modality system. However, due to the limita-
tions in the real world, it is hard to access both audio and vi-
sual data at the same time. In this paper, we investigate several
strategies to distill the knowledge from a multi-modality system
and transfer it to the single-modality system in a teacher-student
mode. We applied the knowledge distillation at three different
levels: label level, embedding level, and distribution level. All
the experiments are based on the VoxCeleb dataset. The results
show that the visual single-modality system achieves 10% EER
(equal error rate) improvement on the VoxCeleb1 evaluation set
using our proposed knowledge distillation method. Besides, the
improvement on the audio system is only reflected on part of
the evaluation trials, and we give a detailed analysis for this
phenomenon.
Index Terms: person verification, knowledge distillation,
multi-modality, audio and visual

1. Introduction
Recent years have witnessed the wide application of multi-
modality systems, especially audio-visual systems. Face and
voice serving as two essential aspects of human expression
have gained extensive attention of researchers. Previous stud-
ies in neural science have demonstrated that visual and audi-
tory neural signals interact in the cognitive process [1, 2] and
researchers in computer science also studied cross-modal bio-
metric matching and correlation between audio and visual in-
formation [3, 4, 5]. It has been observed that image processing
capabilities in lip reading assist speech recognition systems [6]
and additional facial information helps speech segmentation at
the cocktail party [7].

There is no doubt that the multi-modality system has great
superiority over the single-modality system because of the com-
plementarity between different modalities. For person verifica-
tion task, researchers have shown that the multi-modal fusion at
the decision [8, 9, 10] and embedding level [11, 12, 13] can both
significantly improve the system’s performance. However, in
some specific scenes of real life, it is always hard to access one’s
facial and voice information simultaneously. For example, the
face recognition system may fail in the case of a person wear-
ing a mask and the speaker verification system can’t verify one
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identity in the case of strong background noise. To further lever-
age the multi-modality system’s superiority, it could be better if
we can transfer the knowledge from the multi-modality system
to the single-modality system.

Knowledge distillation (KD) [14] has been proposed to
transfer information learned from one model to another, and it is
often characterized as a ”Teacher-Student” (TS) learning mode.
Researchers have widely used knowledge distillation methods
in the model compression task [15, 16], where a large model
with better performance acts as a teacher to teach a small model
and help the small model achieve further improvement. In this
paper, we consider the multi-modality system as the teacher to
transfer its knowledge to the single-modality system.

To implement knowledge distillation based on a multi-
modality system, we first trained an audio-visual system follow-
ing our previous work [12, 13]. Then the audio-visual system
teaches the single-modality system at three different levels:

• Embedding level knowledge distillation: Directly use
the embedding from the audio-visual system to guide
the single-modality system optimization based on cosine
similarity.

• Label level knowledge distillation: Here, the person
class posterior predicted by the audio-visual system are
used as the auxiliary label for the single-modality sys-
tem training. The Kullback-Leibler divergence is used
to calculate the loss.

• Distribution level knowledge distillation: Here, instead
of forcing the embedding and output posterior mentioned
above exactly matching for each TS pair, we use the
Maximum Mean Discrepancy (MMD) [17] to constrain
the embedding distribution of single-modality system
similar to the multi-modality one’s.

The rest of the paper is organized as follows. Section 2
introduces the related work about teacher-student knowledge
distillation, cross modality distillation, and multi-modality fu-
sion. Section 3 will give detailed description about our multi-
modality knowledge distillation methods from three perspec-
tives. Experimental setups and result analysis will be shown in
section 4 and 5. Finally, we conclude in section 6.

2. Related Work
Teacher-Student Knowledge Distillation: Knowledge distil-
lation is originally proposed in [18] and popularized in [14]. It
has received rapidly increasing attention from the academic and
industrial community [19]. Using this method, relatively small
networks can achieve good recognition results under the guid-
ance of more complicated models [16, 15]. The standard knowl-
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Figure 1: An illustration of standard knowledge distillation

edge distillation process is shown in Fig. 1, where the student
system is trained using ground truth labels and pseudo labels of
teacher system simultaneously. Researchers further studied cor-
relations within instances [20] and proposed probabilistic dis-
tributions matching method [21] to improve knowledge distilla-
tion efficiency. In this paper, we explore the knowledge distilla-
tion from more perspectives compared with the standard one.

Cross Modality Distillation: Cross modality knowledge
distillation is a hot topic, where information from one modality
is used to help train another modality. In [22], a Conditional
Generative Adversarial Network (CGAN) was proposed to dis-
till knowledge from sensor data and enhance low-resolution tar-
get detection. Besides, as described in [23], depth side informa-
tion contributes in RGB object detection. For speaker diariza-
tion tasks, researchers in [24] proposed two methods, namely
target embedding transfer and clustering structure transfer, for
improving system performance by utilizing face embeddings.
However, most researches are limited to cross-modal knowl-
edge transferring, the study of using excellent performance of
multi-modality system to teach single-modality systems is paid
less attention.

Multi-Modality Fusion: Previous work has proved the
efficiency of audio-visual fusion systems in person verification
task. There are two popular methods to fuse the information
from audio and visual modality in person verification task, the
decision-level fusion [8, 9, 10] and embedding-level fusion [11,
12]. Both fusion systems can boost the verification system’s
performance. To better distill the knowledge from the audio-
visual fusion system, we use the best embedding-level fusion
system in [12] as the teacher system.

3. Multi-Modality Knowledge Distillation
3.1. Single- and Multi-Modality System

As shown in Figure 2, we denote audio and visual inputs as xa
and xv respectively includingN trial pairs ofC speakers. Then,
the audio embedding extractor Fa and visual embedding extrac-
tor Fv can map the input xa and xv to person embedding ea and
ev separately, where ea = Fa(xa) and ev = Fv(xv). To lever-
age the multi-modality information, another audio-visual fusion
system, Fav , is used to fuse the audio and visual embedding to
the fusion embedding ẽav .

The single- and multi-modality systems are all optimized
using additive angular margin (AAM) loss [25]. To calculate
the AAM loss, a projection matrix W ∈ RC×d is introduced,
where C is person classification number and d is embedding
dimension. Each column of W can be used to represent the
embedding center of one person. Using θij to denote the angle
between embedding xi and jth column of W, the AAM loss
can be formulated as:

LAAM = − 1

N

N∑
i=1

log
e
s(cos(θi

yi
+m))

e
s(cos(θi

yi
+m))

+
∑C
j=1,j 6=yi e

s(cos(θij))

(1)

where m and s are the margin and scale hyper-parameter in
AAM loss, and yi is the ground truth label for ith sample.

3.2. Label-level Knowledge Distillation

Based on the projection matrix of AAM introduced in the last
section, the person class posterior for each input embedding e
can be calculated as Eq. 2, where σ is softmax function and T
is temperature fixed in our experiment.

P = σ(
‖W‖‖e‖

T
) (2)

Using the person posterior from single- and multi-modality
system, we do the label-level knowledge distillation based on
Kullback-Leibler divergence and loss can be formulated as:

LKL = −
N∑
i=1

C∑
j=1

P̃i
j logP

i
j (3)

3.3. Embedding-level Knowledge Distillation

In this section, we explore the knowledge distillation at the em-
bedding level. The AAM loss introduced in section 3.1 opti-
mize the person embedding in a hyper-sphere space. Thus, co-
sine distance can be a reasonable similarity metric between the
embeddings from teacher and student system. The knowledge
distillation loss based on cosine distance is written as:

LCOS = 1−
N∑
i=1

ẽi · ei

‖ẽi‖‖ei‖
(4)

where ẽi represents the embedding extracted from the teacher
network for the ith sample, ei means the embedding computed
by the student network.

3.4. Distribution-level Knowledge Distillation

Both the label- and embedding-level knowledge distillation im-
pose a strong constraint between the embeddings or posteri-
ors from teacher and student models. Intuitively, although
there is some association between one person’s facial and voice
information, the gap between different modalities does exist.
Here, we introduce a weaker constraint when doing the teacher-
student knowledge distillation that we guide the student model
learn the embedding distribution from the teacher. And we use
the Maximum Mean Discrepancy (MMD) to achieve this goal.

MMD is a distance on the space of probability measures
described in [17], which is widely used in transfer learning but
also efficient in knowledge distillation [20, 26, 27]. It helps
to analyze and compare distributions so as to determine if two
samples are drawn from different distributions by projecting the
sample distribution on Reproducing Kernel Hilbert Spaces. Let
X,Y ∈ Rm×n be two observations i.i.d., and let k(x, y) be the
kernel function. By applying unbiased empirical estimate, we
get squared unbiased MMD in Eq. 5.

LMMD[F , X, Y ] = ‖ 1

m2

m∑
i,j=1

k(xi, xj)−
2

mn

m,n∑
i,j=1

k(xi, yj)

+
1

n2

n∑
i,j=1

k(yi, yj)‖
1
2

(5)In this paper, we choose Gaussian kernel defined in Eq. 6.

k(x, y) = e
−‖x−y‖2

2σ2 (6)

1898



Figure 2: Multi-modality knowledge distillation framework. e,P represent embedding and class posterior. Symbols with ∼ are for
teacher system. Left: multi-modality teacher system and its embedding extraction process. Right: teacher-student method at three
different levels for the single-modality student system.

We utilize maximum mean discrepancy with 5 Gaussian
kernels as loss function LMMD[M,N ].M is a set of teacher’s
embedding from one batch, and N is a set of student’s embed-
ding from the corresponding batch. In the MMD calculation,
all the embeddings are L2-normalized to ensure the consistent
embedding scale between teacher and student.

With the above described three-level knowledge-distillation
approaches, the final optimization objective for knowledge dis-
tillation from multi-modality to single-modality is shown as
Eq. 7. The distillation losses at different levels are weighted
summed with the main AAM optimization objective. We will
explore their separate and combined effects by altering the
hyper-parameters α, β, and γ.

LKD = LAAM + αLKL + βLCOS + γLMMD (7)

4. Experimental setups
4.1. Dataset

In our experiments, we use the audio and visual data from Vox-
Celeb which contains two parts, VoxCeleb1 [28] and VoxCeleb2
[29]. We use the dev part of VoxCeleb2 in the training pro-
cess, comprising 5994 speakers. The whole VoxCeleb1 dataset
is used for evaluation. Three official trials Vox1-O, Vox1-E, and
Vox1-H for VoxCeleb1 are used to report the results.

4.2. System Configuration

Single-Modality System: The 40-dimensional Fbank with
25ms window length and 10ms hop length is used as the in-
put audio feature. We randomly sample a segment between
200 to 400 frames from each utterance during the training pro-
cess. Data augmentation is not used for audio data. For vi-
sual data, the facial image extracting process is the same as the
pipeline described in [12]. Data augmentation is not used for
visual data. We apply ResNet34 described in [30] as the au-
dio single-modality network and ResNet34 described in [31] as
the visual single-modality network. The embedding dimension
of both networks is 512. AAM loss is used to optimize both
single-modality systems, where margin and scale are set to 0.2
and 32, respectively.
Multi-Modality System: The embeddings from the audio and
visual systems are pre-extracted for each video segment. We use
the Gated Multi-Modal Fusion (GATE) multi-modality system

proposed in [12] to fuse the audio and visual embedding. AAM
loss is also used to train the fusion system, where margin and
scale are set to 0.7 and 32, respectively.
Knowledge Distillation Training Details: For knowledge dis-
tillation training, we directly used the embeddings extracted
from the audio-visual system without updating the parameters
of fusion system. Especially, for label-level knowledge distil-
lation, the projection matrix of AAM from audio-visual system
is used to calculate the teacher system’s person posterior and is
fixed during training. Besides, the temperature T of KL Diver-
gence loss is fixed to 0.03125.

5. Results and Analysis
To transfer knowledge from multi-modality system to the visual
and audio system respectively, we investigated and compared
different distillation strategies in our experiment. We performed
cosine distance scoring for evaluation. Results and analysis will
be presented in this section.

5.1. Results of Single and Multi-Modality Systems on the
voxceleb1

Table 1: Results (EER %) of Single and Multi-Modality Systems

Modality Vox1-O Vox1-E Vox1-H

Audio 1.792 1.704 2.964
Visual 1.299 0.987 1.483
Audio-Visual 0.514 0.375 0.555

The results of single and multi-modality systems are shown
in Table 1. In our experiment, we further optimize the visual
system’s training strategy compared to the ones in our previous
work [12]. The visual system performs even better and we get
a stronger fusion system. Besides, the fusion system signifi-
cantly outperforms both single-modality systems, showing the
complementary ability between audio and visual modalities.

5.2. Knowledge Distillation to Visual System

In this section, we will explore and compare different knowl-
edge distillation methods for the visual system. Table 2 shows
corresponding results. Compared to the baseline system, all
the visual systems after knowledge distillation from the audio-
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Table 2: Results (EER %) comparison of visual system using
different losses. The hyper-parameters in Eq. 7 are tuned a bit,
and LAAM is used in all the following results.

Loss Vox1-O Vox1-E Vox1-H

Visual-Baseline 1.299 0.987 1.483

LCOS 1.294 0.968 1.427
LKL 1.257 0.905 1.331
LMMD 1.140 0.903 1.341
LCOS+LKL 1.288 0.938 1.386
LCOS+LMMD 1.278 0.928 1.355
LKL+LMMD 1.235 0.903 1.346

visual system achieve further improvement. Inconsistent with
the results in other KD based model compression work [15], the
cosine similarity with strong constraint performs worse than the
KL and MMD constraint. This phenomenon is reasonable be-
cause there is a large gap between audio and visual information
that we can’t enforce the embeddings from teacher and student
exactly matching. Besides, the MMD loss achieves the best
performance by simply matching the teacher and student em-
bedding distribution in a batch. Finally, we explored combining
different knowledge distillation methods together, and the re-
sults didn’t show another improvement, which further confirms
that strong constraint is not suitable for multi-modality knowl-
edge distillation.

Figure 3: The trial pair results distribution Venn diagram for
visual system based on Vox1-E.

To further prove the effects of multi-modality knowledge
distillation, we analyze the knowledge learned by the visual sys-
tem from the teacher based on different system’s score on Vox1-
E. As the green part shown in Figure 3, there are 5737 trial pairs
which are originally misjudged by the single-modality visual
baseline system and then corrected by the knowledge distilla-
tion. Surprisingly, 4877 (85% of 5737) trial pairs of them were
correctly predicted by the audio system baseline, which indi-
cates that the teacher system leverages the audio information to
help the visual system.

5.3. Knowledge Distillation to Audio System

Here, the multi-modality knowledge distillation is implemented
on the audio system. Table 3 summarizes the correspond-
ing results. Audio-systems with knowledge distillation all
achieves great improvement compared to baseline on Vox1-O
and the improvements on Vox1-E and Vox1-H is not so obvi-
ous. Embedding-level distillation based on cosine similarity
performs worst among all the knowledge distillation methods,
which is consistent with our findings in the visual system.

Besides, although both student models are under the guid-
ance of the same teacher, according to the above results, the
audio model learns worse than the visual model. We also ana-

Table 3: Results (EER %) comparison of audio system using
different losses. The hyper-parameters in Eq. 7 are tuned a bit,
and LAAM is used in all the following results.

Loss Vox1-O Vox1-E Vox1-H

Audio-Baseline 1.792 1.704 2.964

LCOS 1.707 1.690 2.960
LKL 1.671 1.686 2.935
LMMD 1.718 1.680 2.947
LCOS+LKL 1.691 1.692 2.963
LCOS+LMMD 1.718 1.692 2.943
LKL+LMMD 1.697 1.684 2.950

lyze knowledge learned by the audio student system. There are
1945 trial pairs on Vox1-E initially misjudged by audio base-
line system and then corrected by the knowledge distillation.
Consistent with the situation shown in Fig 3, the visual system
baseline correctly predicted 1862 trial pairs of them. However,
the total amount of knowledge learned by audio student system
is much smaller than that learned by visual student system, and
we explore some clues to explain this phenomenon. Previous
researches [32, 33] have shown that a model with well perfor-
mance is not necessarily a good teacher if the performance gap
between teacher and student model is too large.

To further explore the relationship between our single-
modality system and multi-modality system, we used the Pear-
son Correlation Coefficient (PCC) [34]. A larger PCC means
stronger correlation, a value of 0 implies no linear correlation
between the variables. The PCC between visual embeddings
before fusion and audio-visual embeddings equals 0.079, and
the PCC between audio embeddings before fusion and audio-
visual embeddings equals 0.007. Moreover, when utilizing co-
sine similarity for knowledge distillation, after teacher-student
training, the cosine distance loss of visual system has dropped
to 0.4217, but the cosine distance loss of audio system is 0.583,
which means it is more difficult for audio system to approximate
embedding of teacher system. Phenomenons shown above indi-
cate that the multi-modal system in our experiment may be not
a good teacher for audio system and we will find a better way
to help the multi-modality teacher to teach audio system.

6. Conclusions

In this paper, we developed several knowledge distillation meth-
ods to distill knowledge from the multi-modality system to the
single-modality system, including label-level, embedding-level
and distribution level knowledge distillation approaches. Re-
sults show that the visual system benefits a lot from the dis-
tilled knowledge and achieves 10% relative improvement on
the VoxCeleb1 evaluation set. For audio student system, the
improvement is mainly reflected in some evaluation trials and
we analyzed the reasons in detail. In the future, we will explore
more effective teacher-student method to distill knowledge from
audio-visual system to the audio system.
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